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ABSTRACT 

Real-world data often contain uncertainty caused by measurement noise, 

inconsistent labeling, or incomplete information, which significantly degrades 

the performance and reliability of traditional machine learning models. To 

address this limitation, the Probabilistic Random Forest (PRF) has been 

proposed as a powerful extension of the conventional Random Forest, allowing 

probability distributions to be directly integrated into the structure of decision 

trees. PRF models input features as probability density functions (PDFs) and 

output labels as probability mass functions (PMFs), thereby preserving and 

utilizing uncertainty information throughout the propagation and classification 

process - enhancing both predictive accuracy and interpretability. This paper 

provides a detailed presentation of the mathematical principles underlying PRF, 

including the probabilistic propagation mechanism at each node, an expected 

cost function based on an extended Gini impurity for optimal splitting, and a soft 

voting method for prediction aggregation. The key contribution highlighted in 

this study is PRF’s ability to produce probabilistic output distributions rather 

than single-label predictions, enabling direct quantification of prediction 

confidence. 

 
 
 
 
 
 
 
 
 
 
 

Từ khóa: Dữ liệu 

bất định, Hàm khối 

lượng xác suất, Hàm 

mật độ xác suất, Học 

TÓM TẮT 

Dữ liệu thực tế thường chứa độ bất định do nhiễu đo lường, gán nhãn không 

nhất quán hoặc thiếu thông tin, làm giảm đáng kể hiệu suất và độ tin cậy của 

các mô hình học máy truyền thống. Để giải quyết hạn chế này, thuật toán Rừng 

ngẫu nhiên xác suất (Probabilistic Random Forest – PRF) ra đời như một mở 

rộng mạnh mẽ của Rừng ngẫu nhiên truyền thống, cho phép tích hợp trực tiếp 

phân phối xác suất vào kiến trúc cây quyết định. PRF mô hình hóa đặc trưng 

đầu vào dưới dạng hàm mật độ xác suất (PDF) và nhãn đầu ra dưới dạng hàm 

khối lượng xác suất (PMF), qua đó duy trì và khai thác thông tin bất định xuyên 

suốt quá trình lan truyền và phân lớp, từ đó nâng cao độ chính xác và khả năng 

giải thích. Bài báo này trình bày chi tiết cơ chế hoạt động và các nguyên lý toán 

học của PRF, bao gồm cơ chế lan truyền xác suất theo từng nút, hàm chi phí kỳ 

vọng dựa trên Gini impurity mở rộng để tối ưu hóa việc chia nhánh, và phương 

pháp tổng hợp kết quả dự đoán thông qua bỏ phiếu mềm. Điểm mới quan trọng 

mà bài báo nhấn mạnh là khả năng PRF cung cấp kết quả dự đoán dưới dạng 
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máy, PRF, Rừng 

ngẫu nhiên xác suất. 

một phân phối xác suất đầy đủ thay vì một nhãn duy nhất, qua đó cho phép 

lượng hóa trực tiếp độ tin cậy của dự đoán. 

 

1. Giới thiệu 

Trong những năm gần đây, các thuật toán học máy (machine learning – ML) đã trở thành 

công cụ thiết yếu trong phân tích dữ liệu và hỗ trợ ra quyết định trong nhiều lĩnh vực như y tế, tài 

chính, thị giác máy tính và an ninh mạng (Chandola, Banerjee, & Kumar, 2009). Một trong 

những bài toán cốt lõi của ML là phân lớp dữ liệu, trong đó các thuật toán xây dựng mô hình dự 

đoán nhãn cho các mẫu đầu vào dựa trên đặc trưng đã biết. Một mô hình phân lớp phổ biến và 

hiệu quả là Rừng ngẫu nhiên (Random Forest – RF), mô hình này được xây dựng dựa trên 

nguyên lý tổ hợp của nhiều cây quyết định được huấn luyện một cách độc lập (Breiman, 2001; 

Zhang & Ma, 2012). 

Thuật toán RF cho thấy ưu thế về khả năng mở rộng trên dữ liệu mới, khả năng chống 

quá khớp (overfitting), và độ chính xác cao trong nhiều tình huống thực nghiệm. Tuy nhiên, một 

hạn chế cơ bản của RF và các mô hình cây truyền thống là giả định dữ liệu đầu vào là những 

điểm xác định (deterministic), tức là mỗi đặc trưng và nhãn đầu ra đều được coi là giá trị đúng 

tuyệt đối (Reis & cs., 2018). Trong khi đó, dữ liệu thực tế thường chứa độ bất định (uncertainty) 

phát sinh từ nhiều nguyên nhân như sai số đo lường, thiếu hụt thông tin hoặc gán nhãn không 

nhất quán giữa các chuyên gia (Gal, 2016; Kendall & Gal, 2017). 

Nhận thức được vấn đề này, nhiều nỗ lực đã được thực hiện nhằm tăng cường khả năng 

xử lý bất định cho các mô hình cây quyết định, như tích hợp yếu tố xác suất trong voting 

(Breitenbach & cs., 2003), lựa chọn đặc trưng có trọng số ngẫu nhiên (Gondane & Devi, 2015), 

hoặc kết hợp RF với các mô hình Bayes (Zhang & Ma, 2012). Tuy nhiên, các cách tiếp cận đó 

vẫn chưa giải quyết triệt để vấn đề bất định vì vẫn xử lý dữ liệu dưới dạng điểm cố định hoặc mô 

hình hóa bất định theo cách gián tiếp. 

Để lấp đầy khoảng trống này, thuật toán Rừng ngẫu nhiên xác suất (Probabilistic Random 

Forest – PRF) đã được Reis và cộng sự đề xuất như một giải pháp tích hợp bất định trực tiếp vào 

kiến trúc của mô hình RF (Reis & cs., 2018). Khác với các biến thể trước đó, PRF biểu diễn mỗi 

đặc trưng đầu vào như phân phối liên tục (thường là Gaussian), và nhãn đầu ra như phân phối rời 

rạc. Thay vì phân loại theo kiểu "có hoặc không", mẫu dữ liệu được phân chia thành nhiều khả 

năng và đồng thời lan truyền theo từng xác suất nhỏ qua các nhánh, tương tự như cách con người 

đưa ra nhiều phỏng đoán trước một tình huống không chắc chắn. 

Bài báo này trình bày và phân tích cơ sở toán học của thuật toán PRF, bao gồm mô hình 

hóa dữ liệu, chiến lược phân nhánh, hàm chi phí, quá trình suy diễn và cơ chế bỏ phiếu mềm. 

Qua đó, bài báo làm rõ cách PRF mở rộng kiến trúc RF để xử lý hiệu quả dữ liệu nhiễu, đồng 

thời cung cấp đầu ra với độ chính xác cao và mức độ tin cậy được lượng hóa rõ ràng – điều đặc 

biệt quan trọng trong các lĩnh vực như y học, tài chính và tự động hóa. 

2. Cơ sở lý thuyết 

2.1 Cây quyết định và Rừng ngẫu nhiên truyền thống 

Cây quyết định là một mô hình học máy phi tham số, tổ chức dữ liệu theo cấu trúc cây nhị 

phân, trong đó mỗi nút là một điều kiện kiểm tra trên một đặc trưng, và các nhánh con đại diện cho 

kết quả của điều kiện đó. Mỗi mẫu dữ liệu được dẫn dắt từ nút gốc đến một nút lá, nơi nó được gán 

nhãn đầu ra tương ứng. Quá trình xây dựng cây thường sử dụng chiến lược “chia để trị”, với tiêu chí 

lựa chọn đặc trưng và ngưỡng nhằm tối ưu hóa độ thuần khiết (impurity) trong phân bố nhãn tại mỗi 

nút (Quinlan, 1986). Hai thước đo phổ biến cho độ thuần khiết là Entropy và Gini impurity. Trong 

bài toán phân lớp, Gini impurity được định nghĩa như sau: 

 ( ) 2G 1 c

c

t p= −  (1) 
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trong đó cp  là xác suất (ước lượng theo tần suất) mẫu thuộc lớp c  tại nút t , và C  là số lớp 

(Breiman, 1984). 

Rừng ngẫu nhiên (RF) là một phương pháp học tổ hợp (ensemble learning) được đề xuất bởi 

Breiman (2001), mở rộng từ cây quyết định bằng cách kết hợp nhiều cây độc lập để cải thiện hiệu 

năng dự đoán và tính tổng quát hóa. Thuật toán RF xây dựng một tập hợp gồm T  cây quyết định, 

mỗi cây được huấn luyện trên một tập con bootstrap (tức lấy mẫu ngẫu nhiên có hoàn lại) của dữ liệu 

gốc, đồng thời sử dụng một tập con ngẫu nhiên của các đặc trưng tại mỗi lần chia nhánh để tăng tính 

đa dạng (Zhang & Ma, 2012). Trong bài toán phân lớp, đầu ra của RF được tính bằng hình thức bỏ 

phiếu đa số (majority voting): 

 ( )gˆ ar max t
y

t

y h x y


 = = 
Y

I  (2) 

trong đó ( )th x  là kết quả phân lớp của cây thứ t , Y  là tập nhãn, và [ ]I  là hàm chỉ báo, trả về 1 nếu 

điều kiện đúng và 0  nếu sai. 

RF thừa hưởng ưu điểm từ cây quyết định như khả năng xử lý cả dữ liệu rời rạc và liên tục, 

đồng thời khắc phục nhược điểm dễ overfitting nhờ vào tính ngẫu nhiên và tổ hợp. Tuy nhiên, RF 

vẫn giữ nguyên giả định rằng đặc trưng và nhãn trong tập dữ liệu là giá trị xác định. Điều này dẫn 

đến hạn chế khi áp dụng RF trong các bài toán có nhiễu đo lường hoặc nhãn không chắc chắn – một 

đặc điểm phổ biến trong các dữ liệu thực tế (Reis & cs., 2018; Gal, 2016). 

2.2. Vấn đề bất định trong học máy 

Trong hầu hết các mô hình học máy truyền thống, dữ liệu huấn luyện thường được giả định 

là hoàn toàn xác định, tức mỗi giá trị đặc trưng và nhãn được xem là chính xác tuyệt đối. Tuy nhiên, 

trong thực tế, dữ liệu hiếm khi hoàn hảo. Các hệ thống đo lường, quy trình thu thập hoặc gán nhãn 

thường bị ảnh hưởng bởi nhiễu, sai số, thiếu hụt hoặc tính chủ quan, tạo ra những yếu tố bất định 

không thể bỏ qua (Gal, 2016; Kendall & Gal, 2017). 

Bất định trong học máy là biểu hiện của mức độ thiếu chắc chắn về giá trị của đặc trưng đầu 

vào, nhãn đầu ra hoặc bản thân mô hình dự đoán. Tùy theo nguyên nhân phát sinh, bất định được 

chia thành hai loại chính (Gal, 2016): 

- Bất định nội tại (aleatoric): Xuất phát từ bản chất ngẫu nhiên không thể loại bỏ của dữ liệu, 

ví dụ như nhiễu đo lường từ cảm biến hoặc nhãn không nhất quán do con người gán nhãn khác nhau 

cho cùng một đối tượng. 

- Bất định mô hình (epistemic): Xuất phát từ thiếu hụt dữ liệu hoặc kiến thức mô hình, có thể 

cải thiện được bằng cách thu thập thêm dữ liệu hoặc cải thiện cấu trúc mô hình. 

Khi bất định không được mô hình hóa đúng cách, hiệu suất và độ tin cậy của mô hình học 

máy có thể bị suy giảm. Bất định trong dữ liệu đầu vào hoặc nhãn, như trong ảnh y học, có thể dẫn 

đến suy diễn sai và giảm độ chính xác. Ngoài ra, các mô hình không xử lý được bất định sẽ thiếu khả 

năng ước lượng độ tin cậy trong dự đoán, gây rủi ro nghiêm trọng trong các ứng dụng như y tế, tài 

chính hoặc lái xe tự hành. 

3. Cơ sở toán học của thuật toán PRF 

3.1 Mô hình hóa dữ liệu bằng phân phối xác suất 

Một điểm đổi mới cốt lõi trong thuật toán Rừng ngẫu nhiên xác suất (PRF) là khả năng mô 

hình hóa trực tiếp độ bất định trong dữ liệu, thông qua việc biểu diễn đặc trưng và nhãn dưới dạng 

các phân phối xác suất. Điều này cho phép PRF tiếp nhận và khai thác thông tin không chắc chắn 

một cách tự nhiên ngay trong quá trình học và suy diễn, thay vì chỉ điều chỉnh kết quả đầu ra như 

một số mô hình trước đó (Reis & cs., 2018). 

3.1.1 Biểu diễn đặc trưng đầu vào bằng phân phối liên tục (PDF) 

Trong PRF, mỗi đặc trưng ijx  của mẫu dữ liệu thứ i  được giả định là một biến ngẫu nhiên 

liên tục tuân theo phân phối chuẩn (Gaussian): 



Tạp chí Khoa học Trường Đại học Bạc Liêu, Số 10 (12/2025): 19-26 

22 

 

 2~ ( , )ij ij ijX  N  (3) 

Trong đó, ij  là giá trị trung bình đặc trưng thứ j  của mẫu i , 2

ij  là phương sai thể hiện 

mức độ không chắc chắn hoặc sai số đo lường của đặc trưng thứ j  ở mẫu i . 

Chẳng hạn, một đặc trưng nhiệt độ được đo là 37.0 C  với sai số thiết bị 0.2 C  có thể 

được mô hình hóa dưới dạng 2~ 37.0,0.2 .( )x N  Việc sử dụng phân phối Gaussian giúp đơn giản 

hóa quá trình suy luận và lan truyền xác suất trong cây, nhờ các tính chất giải tích của hàm mật độ 

xác suất chuẩn. Tại mỗi nút ,i  PRF không thực hiện phân nhánh cứng như cây truyền thống, mà 

tính xác suất để mẫu rơi vào từng nhánh dựa trên phân phối của đặc trưng. Điều này giống như 

việc đánh giá khả năng một điểm nằm bên trái ( ijX  ) hay bên phải ( ijX  ) ngưỡng, thay vì 

khẳng định chắc chắn. 

 ( ) ( ) ijL

i ij

ij

x
P X


 



 −
=  =  

 
 

  và  ( ) ( )
( ) 1

R L

i ij iP X  =  = −  

Với ( )   là hàm phân phối tích lũy (CDF) của phân phối chuẩn tắc, còn ( ) ( )
, 

L R

i i   lần lượt 

là xác suất để mẫu lan truyền sang nhánh trái/phải với ngưỡng chia  . Mỗi mẫu do đó không đi 

theo một đường duy nhất mà lan tỏa song song qua nhiều nhánh, phản ánh sự không chắc chắn 

trong đặc trưng đầu vào. Ví dụ, giả sử một đặc trưng ijx  có giá trị đo được là 5.0  với độ lệch 

chuẩn 1.0,ij =  và ngưỡng chia tại nút là 6.0, =  khi đó: 

 ( ) ( )
6.0 5.0

1.0 0.8413 
1.0

L

i
− 

=  =  
 

 và ( ) ( )
  1 0.1587

R L

i i = −   

Theo đó, hay vì kết luận đối tượng này truyền sang nhánh trái, PRF cho rằng đối tượng có 
84.13%  khả năng được lan truyền sang nhánh trái và 15.87%  khả năng sang nhánh phải. 

3.1.2 Biểu diễn nhãn đầu ra bằng phân phối rời rạc (PMF) 

Về phía nhãn huấn luyện, PRF không yêu cầu mỗi mẫu phải được gán một nhãn duy nhất, 

mà cho phép biểu diễn bằng hàm khối lượng xác suất (PMF). Cụ thể, với tập nhãn 

 1 2, , , KC C C= Y , mỗi mẫu i  có thể có phân phối nhãn: 

 ( ) , , 1PMFi i k i k i k

k

P y C p p
  

= = = = 
  

  (5) 

Trong đó, ,i kp  là xác suất mà mẫu i  thuộc về lớp .kC  Chẳng hạn, thay vì gán nhãn cứng 

“dương tính” hay “âm tính” cho một ca chẩn đoán y tế không rõ ràng, người ta có thể gán phân 

phối nhãn cho ca này dưới dạng: 

 ( ) ( ): 0.6,   0.4PMF positive negativeP y P y= = = =  

Cách biểu diễn này rất phù hợp với dữ liệu có nhãn bị nhiễu, dữ liệu bán giám sát hoặc dữ 

liệu được gán nhãn bởi nhiều chuyên gia với độ tin cậy khác nhau (Kendall & Gal, 2017). 

3.2 Quá trình lan truyền theo xác suất 

Trong cây quyết định truyền thống, mỗi mẫu được phân nhánh một cách tất định tại mỗi 

nút dựa trên điều kiện dạng .jx   Tuy nhiên, trong môi trường dữ liệu bất định, đặc trưng đầu 

vào jX  được xem là một biến ngẫu nhiên thay vì một giá trị đơn lẻ. Do đó, PRF áp dụng một 

chiến lược chia nhánh theo xác suất dựa trên phân phối xác suất của đặc trưng. 

Giả sử một đặc trưng jX  tuân theo phân phối chuẩn 2~ ( , ).j j jX  N  Tại một nút phân 

chia n  sử dụng ngưỡng n , xác suất để mẫu đi sang nhánh trái (tức là j nX  ) được xác định bởi 
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hàm phân phối tích lũy ( )L

n  và ( ).
R

n  Khi đó, xác suất để một mẫu lan truyền đến một nút cụ thể n  

trong cây được tính bằng tích các xác suất rẽ nhánh trên đường đi từ gốc đến n : 

( ) ( )
1m m

m m

m j m jL R

n m m

m m m mj j

   
  

    

    − −
=  =   −    

        
   
L R L R

 

Trong đó, R , L  là tập các nút đi sang trái hoặc phải trên đường từ nút gốc đến nút n ; m , 

mj  là ngưỡng chia và chỉ số đặc trưng tại nút m . Hình 1 minh họa quá trình lan truyền của một 

mẫu đến các nút lá: 

 
Hình 1. Minh họa lan truyền xác suất của một mẫu trong cây PRF 

Trong Hình 1 ta thấy, xác suất để một mẫu lan truyền đến các nút lá là: 
( ) ( )

1 1 0.56  =  =
L L

Laù  Nuùt goác
; ( ) ( )

2 1 0.14  =  =
L R

Laù  Nuùt goác
; 

( ) ( )
3 2 0.12  =  =

R L

Laù  Nuùt goác
; ( ) ( )

4 2 0.18
aù  Nuùt goác

R R

L  =  =  

3.3 Hàm chi phí và tiêu chí chia nhánh 

Để xây dựng cây, PRF cần chọn ra đặc trưng và ngưỡng phân chia sao cho hai nhánh sau 

khi chia càng “thuần khiết” càng tốt. Chỉ số đánh giá thuần khiết trong PRF là một phiên bản mở 

rộng của Gini impurity. Giả sử tại một nút n , mỗi mẫu i  mang xác suất lan truyền ( )
,

i

n  và nhãn 

của mẫu là một phân phối rời rạc , 1{ } ,C

i c cp =  trong đó C  là số lớp. Khi đó, phân phối nhãn trung 

bình tại nút n  được tính như sau: 

 ( ) ( )
, ,

1
,   ôù

i i

n c n i c n n

i in

p p v i Z
Z

 =  =   (5) 

Với phân phối nhãn trung bình như trên, Gini impurity tại nút n  được xác định bởi: 

 ( ) 2

,1 n c

c

G n p= −  (6) 

Khi chia nút thành hai nhánh trái (L) và phải (R), hàm chi phí tổng dựa trên đặc trưng j  và 

ngưỡng   được tính như sau: 

 ( ) ( ) ( ), L R

P P

Z Z
j G L G R

Z Z
 = +C  (7) 

Trong đó, LZ , RZ  là tổng xác suất lan truyền các mẫu vào nhánh trái/phải; P L RZ Z Z= +  là 

tổng xác suất tại nút hiện tại (nút cha – trước khi phân chia); ( )G L , ( )G R  là Gini impurity của hai 

nhánh. Xét một ví dụ đơn giản gồm 3 mẫu với 1 đặc trưng X , có các thông tin sau: 

Bảng 1. Dữ liệu giả lập minh họa quy trình chọn ngưỡng phân chia 

Mẫu μ  σ  Nhãn 

1  3.0   0.5   [ :1.0, :0.0]A B  

2  4.0   0.5   [ :0.0, :1.0]A B  

3  5.0   0.5  [ : 0.5, : 0.5]A B  
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Xét một ngưỡng phân chia 4.2 = . Tại nút gốc: 

Mẫu 1: ( )
1

4.2 3.0
0.9918

0.5

L


− 
=   

 
, ( )

1 1 0.9918 0.0082.
R

 = −   

Mẫu 2: ( )
2

4.2 4.0
0.6554

0.5

L


− 
=   

 
, ( )

2 1 0.6554 0.3446.
R

 = −   

Mẫu 3: ( )
3

4.2 5.0
0.0548

0.5

L


− 
=   

 
, ( )

3 1 0.0548 0.9452.
R

 = −   

Khi đó: 

 ( )
0.9918 0.6554 0.0548 1.702;

L

L i

i

Z = = + + =  

 ( )
0.0082 0.3446 0.9452 1.298;

R

R i

i

Z = = + + =  

 3.000P L RZ Z Z= + =  

Bằng cách gộp tất cả các PMF theo trọng số lan truyền vào nhánh trái, ta tính được phân 

phối nhãn trung bình tại nhánh trái như sau: 

 ,

0.9918 1.0 0.6554 0.0 0.0548 0.5
0.5987;

1.702
L Ap

 +  + 
=   

 , ,1 1 0.5987 0.4013.L B L Ap p= − = − =  

Vậy Gini tại nhánh trái là ( ) 2 21 (0.5987 0.4013 ) 0.4805.G L = − +   

Tương tự, với nhánh phải ta có: 

 ,

0.0082 1.0 0.3446 0.0 0.9452 0.5
0.3704;

1.298
R Ap

 +  + 
=   

 , ,1 1 0.3704 0.6296.R B R Ap p= − = −   

Suy ra ( ) 2 21 (0.3704 0.6296 ) 0.4664.G R = − +   

Khi đó, chi phí tổng với ngưỡng 4.2 =  là 

 ( )
1.702 1.298

,4.2 0.4805 0.4664 0.4744.
3.0 3.0

j =  +  C  

Ta có thể lặp lại các bước trên cho nhiều giá trị   khác nhau, rồi chọn ngưỡng có C  nhỏ 

nhất làm điểm phân chia tối ưu. Như vậy, PRF thực hiện tìm kiếm ngưỡng phân chia bằng cách 

đánh giá toàn bộ ngưỡng khả dĩ theo giá trị chi phí, thay vì chọn dựa trên điểm cắt dữ liệu như cây 

quyết định truyền thống. Kỹ thuật này cho phép PRF khai thác trọn vẹn thông tin xác suất và đưa 

ra quyết định chia nhánh ổn định hơn so với các mô hình cây truyền thống, đặc biệt khi dữ liệu có 

nhiễu. 

3.4 Suy diễn và tổng hợp kết quả 

Với mô hình PRF  1 2, , , Tt t t= F  gồm T  cây xác suất đã huấn luyện, mục tiêu là dự 

đoán phân phối nhãn cho mẫu mới ,
test

x  trong đó mỗi đặc trưng cũng được biểu diễn dưới dạng 

phân phối xác suất, ví dụ 2~ ,( )j j jx  N . Quá trình suy diễn gồm hai giai đoạn: 

3.4.1 Giai đoạn 1: Suy diễn trên từng cây xác suất 

Đối với mỗi cây ,tF  mục tiêu là tính toán phân phối xác suất hậu nghiệm ( )ˆ |
testtP y x . 

Quá trình này thực hiện như sau: 

a) Lan truyền xác suất tới các nút lá: Xác suất để 
test

x  đến được một nút lá   cụ thể được 

tính bằng tích của các xác suất rẽ nhánh trên đường đi từ gốc đến lá  : 
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 ( ) ( )
( )

( ) ( ) ( ) ( )
test test test test

path

L R

n n n

n n n

x x x x   
  

= =   

 L R

 (8) 

trong đó path( )  là tập hợp các nút trên đường đi đến lá  , test( )n x  là xác suất để testx  đi theo 

nhánh tương ứng tại nút n , R  và L  là tập các nút đi sang trái hoặc phải. Cần lưu ý rằng tổng xác 

suất đến tất cả các lá của một cây luôn bằng 1. 

b) Tổng hợp phân phối tại mỗi cây: Phân phối dự đoán của toàn bộ cây t  cho mẫu testx  

được tính bằng trung bình có trọng số của các phân phối tại các nút lá, với trọng số chính là xác 

suất lan truyền ( )testx : 

 ( ) ( ) ( )
( )

ˆ |
test test

á

t

L t

P y x x P y


=  


 (9) 

Trong đó, ( )Lá t  là tập các nút lá trong cây thứ t , ( )P y  là phân phối xác suất tại nút lá   

của nhãn .y  Kết quả của giai đoạn này là một tập hợp gồm T  phân phối xác suất, mỗi phân phối 

tương ứng với một cây trong rừng. 

3.4.2 Giai đoạn 2: Tổng hợp kết quả toàn cục 

Trong PRF, việc tổng hợp các phân phối dự đoán từ từng cây trong rừng để tạo thành 

phân phối đầu ra duy nhất cho mẫu kiểm tra 
test

x  được thực hiện thông qua cơ chế voting mềm, 

tức là tính trung bình cộng của các phân phối xác suất từ tất cả T  cây: 

 ( ) ( )
1ˆ | |ˆ

final test testt

t

P y x P y x
T

=   (10) 

Phân phối )ˆ ( |
final test

P y x  chính là kết quả đầu ra cuối cùng của mô hình PRF. Nó không 

chỉ chứa thông tin về lớp có khả năng xảy ra cao nhất mà còn phản ánh mức độ không chắc chắn 

trong dự đoán, tạo cơ sở cho việc đánh giá độ tin cậy của dự đoán. 

4. Thảo luận 

Với RF truyền thống, đặc trưng và nhãn được xem là các điểm dữ liệu xác định, trong khi 

đó, thuật toán PRF mô hình hóa mỗi đặc trưng đầu vào ijX  dưới dạng biến ngẫu nhiên liên tục 

theo phân phối chuẩn 2),( ij ij N , và nhãn iy  dưới dạng phân phối rời rạc. Cách tiếp cận này cho 

phép PRF phản ánh tốt hơn tính chất không hoàn hảo của dữ liệu thực tế, bao gồm nhiễu đo 

lường, sai lệch nhãn và thông tin không đầy đủ. Thay vì phân nhánh quyết định tại mỗi nút như 

RF, PRF lan truyền mỗi mẫu đồng thời đến cả hai nhánh, với xác suất được tính từ hàm phân 

phối tích lũy (CDF) của đặc trưng tại ngưỡng chia. Cơ chế lan truyền xác suất này giúp bảo toàn 

thông tin bất định trong suốt quá trình học, thay vì làm mất nó như trong các cây quyết định 

truyền thống. 

Ngoài ra, thay vì chỉ đưa ra một nhãn phân lớp duy nhất, PRF tổng hợp phân phối xác 

suất từ tất cả các nút lá mà mẫu có thể đi tới, từ đó tạo ra kết quả là phân phối ( | ).P y x  Điều này 

không chỉ giúp mô hình ước lượng được mức độ tin cậy cho từng dự đoán, mà còn cải thiện khả 

năng xử lý trong các tình huống phân lớp khó hoặc nhãn mơ hồ. 

Dù có nền tảng lý thuyết vững chắc, PRF cũng tồn tại một số hạn chế đáng lưu ý. Thứ 

nhất, việc tính toán xác suất lan truyền, phân phối nhãn tại mỗi nút và tổng hợp đầu ra bằng kỳ 

vọng (trung bình có trọng số theo xác suất) khiến cho chi phí tính toán của PRF cao hơn đáng kể 

so với RF truyền thống. Chi phí này tăng theo số lượng mẫu, số đặc trưng và độ sâu của cây. 

Hơn nữa, để PRF hoạt động hiệu quả, mô hình cần được cung cấp thông tin về mức độ bất định 

trong giá trị đầu vào, cụ thể là phương sai hoặc độ lệch chuẩn của từng đặc trưng. Đây là một giả 

định không phải lúc nào cũng khả thi trong thực tế, đặc biệt với các bộ dữ liệu không được thu 

thập một cách có kiểm soát. 

5. Kết luận 
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Bài viết đã phân tích các nguyên lý và cơ chế toán học của thuật toán Rừng ngẫu nhiên 

xác suất, một mở rộng của Rừng ngẫu nhiên truyền thống, thuật toán này cho phép mô hình hóa 

trực tiếp độ bất định trong dữ liệu thông qua phân phối xác suất. Việc lan truyền mẫu theo xác 

suất, sử dụng hàm chi phí dựa trên kỳ vọng, và kết luận bằng phân phối mềm giúp PRF xử lý 

hiệu quả dữ liệu nhiễu và nhãn không chắc chắn. 

Tuy nhiên, bên cạnh các ưu điểm lý thuyết, PRF cũng đối mặt với thách thức về chi phí 

tính toán và yêu cầu thông tin thống kê đầu vào. Trong tương lai, việc tối ưu hóa thuật toán và 

tích hợp vào các hệ thống học máy hiện đại sẽ là hướng nghiên cứu tiềm năng nhằm phát huy tối 

đa khả năng của mô hình này trong thực tế. 
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